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Management Summary  

The goal of work package 1 (WP1) is to oversee the transfer of mature Big Data technologies 
into the BigMedilytics pilots. The final outcome of WP1 is the Big Data Healthcare Analytics 
Blueprint, the BigMedilytics - BigMatrix, a mapp ing between the requirements and the technical 
components. The matrix will be multidimensional, taking into account as pects of technologies, 
of pilots/businesses, and of communities, as well as aspects of specific data sources. The first 
deliverable D1.1 a ddressed the technical requirements collected from all BigMedilytics pilots. 
D1.2 presented a more detailed analysis o f the different pilots according to the WP1 tasks. In 
particular it presented a first overview about the different software prototypes, sh ows the 
different components, data and challenges to overcome.  
 
Deliverable D1.3 is an update of D1.2. We take the pre vious input into account and try to gather 
more detailed information in order to understand similarities and differences across pilots 
easier. In this way we prepare a solid baseline towards the BigMedilytics - BigMatrix. Most 
updates are highlighted in blue . 
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1. Introduction  

1.1. Purpose of the document  

The goal of  work package 1 (WP1) is to oversee the transfer of mature Big Data technologies 
into the BigMedilytics use cases ʀĎĂĲĂîċĺĂĲ ʖįďěĥĺĵʗʁɧ iĎĂ ĺĲîġĵċĂĲ ŏďěě ĎîįįĂġ ďġ ĺĎĲĂĂ úőúěĂĵɡ ʀǳʁ
initial prototypes, based on pilot requirements; (2) updated  prototypes, b ased on pilot internal 
validation; (3) final implementations, based on pilot external validation. Each cycle will be 
described within the WP1 deliverable. The final outcome of WP1 is the Big Data Healthcare 
Analytics Blueprint, the BigMedilyt ics - BigMatrix,  a mapping between the requirements and the 
technical components. The matrix will be multidimensional, taking into  account aspects of 
technologies, of pilots/businesses, and of communities, as well as aspects of specific data 
sources. Moreove r, the matrix will also make a distinction between data sources that have 
different velocities, e.g. mobile devices vs. sensor s treams for telemedicine pilots or real - time 
location data vs. electronic medical records (EMRs) for hospital workflow focused pi lots in the 
Industrialization of Healthcare theme.  
 
Deliverable D1.2 collects information according to the different WP1 tasks from all 
BigMedilytics. In this way we shed light on all relevant components of each pilot in order to 
prepare a good comparison between all o f them.  
 
The current deliverable D1.3 ad dresses an update of the specific components of the initial 
software proto types.  

 

1.2. Related docu ments  

Related documents: D1.1, D1.2, D2.1, D3.1, D4.1:  
Similarly, to D1.3, also D1.1, D1.2, D2.1, D3.1, D4.1 provide a gen eral overview of the different 
pilots.  
However, D1.3 is an updated version of D1.2 and provides a more detailed o verview on the 
different prototypes of each pilot. D1.1 instead addresses technical requirements from a Big 
Data perspective. D2.1, D3.1 and D 4.1 focus on the requirements from an application 
perspective.  
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2. Overview of specific components  

The following docum ent provides an overview of the di fferent prototypes developed within the 
different pilots of BigMedilytics. The overview provides a first ana lysis according to six different 
tasks: deep learning for Multilingual natural language processing (NLP) and image  analytics (IA) 
(T1.1.), predictio n algorithms (T1.2), complex real - time event detection (T1.3), processing of large 
structured / unstructured  data sources (T1.4), multi - velocity processing of heterogeneous data 
streams (T1.5) and security and privacy of d ata access and processing (T1.7). The goal of this 
document is a better understanding and comparison between the pilot.  

 

2.1. Task 1.1: Deep learni ng for multilingua l NLP and IA 

Task 1.1 involves the application of NLP and IA components within the following WPs  and pilots: 
WP2 (comorbidities, kidney disease, COPD/asthma), WP3 (prostate, lung, brea st cancers), and 
WP4 (radiology workflow). In the foll owing, an overview of the different pilots in terms of NLP 
and IA is given. Results are presented in the tables be low according to various aspects.  
 
From all pilots listed here, only pilot 8 and 12 focu s on IA, all others work on NLP methods. All 
NLP- rela ted pilots focus on a variety of different subtasks, such as named entity (or concept) 
detection, relation (event)  detection and negation detection. However, overall a variety of 
languages are covered, i .e. there is no overlap in terms of languages used.  
 
In brief, the NLP - related pilots aim to automatically extract text data from electronic health 
records (EHRs) in order to enhance their prediction models. This is a time - efficient and cost -
effective data  retrieval method to leverage relevant information f rom patient data and 
ultimately to further reduce costs.  
 

Table 1: Overview of participants of Task 1.1  

Partner  Involved 
tasks  

Language  How will NLP/IA support your 
pilot?  

How will NLP help you to reduce costs?  

Pilot 2: Kidney Disease  

DFKI NLP German  In EHRs, text is an additional 
source of information, which often 
includes other information that is 
not directly exp ressed in 
str uctured data. Thus, it is 
important to extract relevant 
information from text in order to 
get a better understanding of 
patients.  

We plan to combine structured and 
unstructured information in our prediction 
models. As text includes additional information 
w e assume, that models will provide better 
results using text. Better results will also mean 
that patient outcomes can be improved  and 
hospitalizations reduced. The reduction of 
hospitalizations reduces costs.  

Pilot 6: Prostate Cancer  

PHI NLP Swedish, 
Dutch, 
English  

In comparison to structured data, 
text can store additional 
information in EHRs. For this 
reason, we try to integrate  
information from text in our 
prediction models.  
 
Manual extraction of data is too 
labour - intensive. NLP makes our  
pilot possible.  

If including extracted information to our 
prediction models leads to further and 
meaningful improvements, this will help our 
pilot to reduce costs.  
 
The NLP pipeline helps to automatically extract 
patient data from radiology and pathology 
reports for use on a dashboard. The alternative 
would be to do this by hand (for example by a 
nurse) which would take a lot of time and 
increa se cost. Now it only has to be checked, 
not man ually extracted.  

Pilot 7: Lung Cancer  

UPM 
 

NLP Spanish  Enormous a mounts of information 
is written in natural language in 
clinical texts. This unstructured 
information can be used to enrich 
structured data and  thus 
significantly increase the amount 

The retrieval of the EHR data along with the 
used in another sources could allow t o have an 
improvement of the KPIs, which is translated in 
a reducti on of the economic costs associated to 
the hos pital.  
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and richness of patient dat a to 
improve the knowledge that we 
have about the patients and their 
associated processes in the 
hospital.  

 

NCSR- D NLP English  Named entity recognition in 
biomedical text to recognize UMLS 
concepts. Extraction of semantic 
predications where the concepts 
are from the UMLS Metathesaurus 
and the relation from the UMLS 
semantic network  

Thousands of article s related to Lung cancer 
cannot be manually processed (at a reasonable 
cost) to extract useful information about dr ugs, 
interactions and patien ts. Thus, automated 
methods offer a cost advantage.  

LUH Knowledg
e 
Manageme
nt  

English  A knowledge driven framewor k for 
transforming data in unstructured 
and structured formats into 
instances of a knowledge graph  

Integration of d ata collected from different  data 
sources from open data and clinical notes, into 
the knowledge graphs.  

Pilot 8: Breast Cancer  

IBM IA Medic al 
imaging  

Medical imaging in a non - intrusive 
method to get valuable 
personalized information about 
the patient condition. Specifically, 
in bre ast cancer, there are several 
modalities: magnetic resonance, 
mammography, and ultrasound to 
capture the patient condition, and 
performing image analytics on this 
data enabl es us giving a 
personalized and more effective 
treatment.  

By using image analytics to predict response to 
neoadjuvant chemotherapy (NACT) treatment, 
we can influence the right treatment for the 
patient. This can save the costs of ineffective 
treatments as well as prolong patient's quality 
life making them productive and contributors to 
t he EU economy for longer periods.   

Pilot 12: Radiology Workflows  

CON IA and in 
parts NLP  

German  Image processi ng is crucial to 
perform the image pattern 
comparison, driving the 
image/case search during 
radiological diagnosis. DL is used 
to train it on t he diseases relevant 
for the pilot, and to comparison 
measures based on imaging data 
reflecting the disease speci fic 
appearance. NLP is important to  
use clinical routine data that 
comes with free text reports on 
the findings in images.  

The tool will save t ime, it will increase quality, 
completeness and confidence of reports. The DL 
based similarity is used to perform  search in 
large case data bases. T he search result helps 
radiologists to obtain relevant information faster 
than alternative searches (e.g., b ooks, internet). 
Furthermore the search result and the summary 
of its findings aid completeness and confidence 
in  reported findings.  

 
Table 2: NLP components of pilot s 

Which NLP 
tasks do you 
address?  

Method  Software 
frameworks  

Vocabularies/  
corpus used  

Describe your method 
in a few sentence.  

Describe your corpus/training 
data?  

Pilot 2: Kidney Disease  

Named Entity 
Recognition  

Bi- LSTM tensorflow  corpus of 
German 
nephology 
reports 
(clinical notes 
& discharge 
summaries)  

Character - level 
bidirectional LSTM 
whi ch reads in training 
data and is trained for 
each single concept.  

Fine grained annotation of 12 
different concep ts in German 
nephrology reports which include 
discharge summaries and clinical 
notes.  

Relation 
Extraction  

CNN tensorflow  corpus of 
German 
neph ology 
reports 
(clinical notes 
& discharge 
summaries)  

Convolutional neural 
network for binary 
relation extraction,  
which uses as input 
information beside 
words and related 
concepts, also the 
distance between th e 
two concepts.  

Annotated relations between 
con cepts in German nephrology 
reports (see NER).  

Negation 
Detection  

rule - based  NegEx small 
manually 
annotated 
corpu s of 
negations in 
German 

Simple negation 
detection of medical 
conditions  

no training r equired  
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clinical 
reports and a 
modified set 
of negation 
triggers  

Pilot 6: Prostate Cancer  

NER for 
disorders, 
findings, and 
anatomy in 
prostate 
biopsy 
pathology 
reports  

regular 
expression 
matching  

none  a few hundred 
pathology 
reports from 
~10 sites in 
US, 
Netherlands, 
and Sweden  

  

item (vial) 
detection  

regular  
expression 
matching in 
combination 
with rules  

none  a few hundred 
pathology and 
radiology 
reports from 
~10 sites in 
US, 
Netherlands, 
and Sweden  

  

measurement 
detection  

regular 
expression 
matching  

none  a few hundred 
pathology and 
radiology 
reports from 
~10 sites in 
US, 
Netherlands, 
and Sweden  

  

negation 
detection  

Negex- like, 
with some 
improvemen
ts for our 
specific t ask 

none  a few hundred 
pathology and 
radiology 
reports from 
~10 sites in 
US, 
Netherlands, 
and Sweden  

  

Pilot 7: Lung Cancer  

Named Entity 
Recognition  

Deterministi
c rule - based 
system  

Apache 
UIMA 

UMLS 
repository  

Rule - based system 
that deterministically 
clas sifies tokens in 
previously defined 
entities in UMLS 
repository. It relates a 
token with a concept 
and its semantics.  

The Unified Medical Langu age 
System (UMLS) is a compendium of 
many controlled vocabularies in the 
biomedical sciences (created 1986). 
It p rovides a mapping structure 
among these vocabularies and thus 
allows one to translate among the 
various terminology systems; it may 
also be vie wed as a comprehensive 
thesaurus and ontology of 
biomedical concepts. The UMLS 
was designed and is maintained by 
the US National Library of Medicine 
and it is updated  quarterly  

Event 
(Concept -
Date 
Relation) 
Recognition  

Cyclic 
Bidirectional 
Dependency 
Netw ork  

Stanford 
Core NLP  

AnCora 
Spanish 3.0, 
DEFT Spanish 
Treebank V2 
(LDC2015E66)  

Bidirectional 
dependency network 
approximate the joint 
distribution over a set 
of random variables 
with a set of local 
conditional probability 
distributions that are 
learned in dependently.  

This corpus consists of about 
17,000 sentences, drawn from 
Spanish (Spain) newswire and from 
an olde r balanced Castilian Spanish 
corpus (3LB). The DE FT Spanish 
Treebank V2 (LDC2015E66). This 
corpus contains the full 
International Spanish Newsw ire 
Treebank and the full Latin 
American Spanish Discussion 
Forum Treebank (roughly 5,000 
sentences in total).  

Part Of 
Speech 
Recognition  

MLP-
network  

Apache 
UIMA with 
OpenNLP 
models  

Trained on 
conll02 shared 
task data  

Multilayer Perceptron 
Network using 5-
grams (2 forward, 3 
backward).  

Reuters Corpus, Volume 2, 
Multilingual Corpus, 1996 - 08 - 20 to 
1997- 08 - 19 (Release  date 2005 - 05-
31, Format version 1, correction 
level 0). RCV2 from Reuters 
Corpora  

Named Entity Proprietary  Metamap  Applied on Named entity Pretrained 
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recognition  PubMed, 
PubMed 
Central  

recognition in 
biomedical text, it 
recognizes UMLS 
concepts in text  

(https://metamap.nlm.nih.gov/)  

Relation 
Extraction  

Proprietary  Semrep  Applied on 
PubMed, 
PubMed 
Central  

Relation extraction in 
biomedical tex t. 
Extracts semantic 
predications where 
the concepts are from 
the UMLS 
Methathesaurus and 
the relation from the 
UML semantic 
network  

Pretrained 
(https://semrep.nlm.nih.gov/)  

Entity and 
Relation 
Extraction  

Proprietary  FALCON Applied to 
short text in 
open d ata 
sources  

Relation extraction in 
biomedical text and 
linking to terms in 
UMLS and MEDRA  

https://labs.tib.eu/inf o/en/project/f
alcon/  

Pilot 12: Radiology Workflows  

Named entity 
recognition  

However 
this is not 
focus of the 
developmen
t in this 
project, we 
are using 
existing 
technology 
in the 
company  

tensorflow   Free text reports are 
parsed, words are 
mapped to a 
term inology and the 
terminology is used to 
extract location -
finding pairs from the 
structured report  
 

 

Concept 
normalization  

tensorflow  Radlex   

 
Table 3: Image Analytics com ponents of pilots  

Do you 
require 
regulatory 
approval?  

Which 
Image 
Processing 
tasks  do 
you 
address?  

Do you 
use 
public 
data 
repositor
ies? If 
yes, 
which?  

Describe your method 
in a few sentence.  

Which 
training 
technique 
do you us e? 

Which 
pathologies 
are 
covered?  

On which 
level  does 
classification 
happen 
(volume, 
slice/img, or 
px - level)?  

Wha t is the 
level of 
detail of your 
GT-
annotations 
(volume, 
slice/img, or 
px - level)?  

Pilot 8: Breast Cancer  

No as we 
are doing a 
retrospecti
ve s tudy  

Multi -
modal 
classificati
on of 
imaging 
and clinical 
data 
including 
longitudina
l 
mammogra
phy (MG) 
images, 
ultr asound 
(US) 
images and 
magnetic 
resonance 
(MR) 
images  

Yes, ISP1 
and UCSF 
NACT 
datasets 
from 
https://w
iki.cancer
imagingar
chiv e.net  

uĂʙěě ļĵĂ ĵĂŎĂĲîě
methods and then 
ensemble them 
altogether. The 
methods  include (1) 
deep neural networks 
to analyze images, (2) 
traditional feature 
extraction from 
images, (3) machine 
learning methods such 
as xgboo st.  

Train using 
convolution
al neura l 
networks 
(CNN) 

Breast 
cancer  

On volume for 
MRI and on 
slice/image 
for MG and  US 

Annotation is 
per image 
level  

Pilot 12: Radiology Workflows  

Yes, it 
needs CE 
certificatio
n 

compariso
n of image 
content in 
medical 
imaging  
data (e.g. 
computed 
tomograph

yes, for 
research 
we use 
available 
repositori
es e.g., 
challenge
s 

The tec hnique 
compares image 
content of a query ROI 
(region of interest) 
with a large number of 
image segment in the 
data base (15Bn image 
segments, ~ 7000+ 

we use 
mainly 
weakly 
sup ervised 
from 
radiological 
routine 
information, 

lung 
diseases  

on pixel level, 
and in a 
subsequent 
step, ranki ng 
is performed 
on a volume 
level.  

volume level, 
and regions 
of interest 
for 
evaluation  

https://wiki.cancerimagingarchive.net/
https://wiki.cancerimagingarchive.net/
https://wiki.cancerimagingarchive.net/
https://wiki.cancerimagingarchive.net/
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y volumes)  volumes). It id entifies 
the closest matches 
and retrieves the 
corresponding cases.  

i.e., images 
together 
with reports  

search 
based on a 
marke d 
region of 
interest, to 
find image 
segments 
across a 
large data 
base that 
carry 
similar 
patterns, 
and rank 
these 
cases 
according 
to 
similarity  

During training we 
learn an image 
similarity function and 
index the imaging data 
to provide fast 
retrieval  

lun g 
diseases  

  

 

2.2. Task 1.2: Prediction algor ithms  

Task 1.2 involves the integration of state - of - the - art machine learning (ML) algorithms for 
predi ction scenarios within the following pilots: WP2 (Comorbidities (pilot 1), kidney disease 
(pilot 2), gestational diabetes (pilot 3), COPD/ asthma (pilot 4), heart failure (HF; pilot 5)), WP3 
(prostate cancer (pilot 6), lung cancer (pilot 7), breast ca ncer (pilot 8)), and WP4 (hyper - acute 
workflows (pilot 9/10), asset management (pilot 11)).  
 
Table 4. prediction probl em landscape  

Pilot name  
Prediction problem categories  

Medical event 
pre diction  

Comorbidity analysis  Treatment risk 
analysis  

Other  

Comorbidi ties (pilot 
1) 

 1.1 Comorbidities 
aggrupation  
1.2 Relevant features 
extraction from HER  
1.3 Hospitalization & 
Mor tality risk 
prediction model  

 -  

Kidney disease (pilot 
2) 

2.1 Infection Detection  
2.2 Detection of 
possible re -
hospitalizations  

  2.3 Adherenc e 
Monitoring  
 

Gestational diabetes 
(pilot 3)  

   3.1. Monitoring and 
categorizing of glucose 
levels  

COPD and Ast hma 
(pilot4)  
 

4.1. Predict acute 
exacerbations of COPD  
 

-  -   

HF (pilot 5)  5.1 Prediction of HF 
patient 
hospitalizations  
 

5.2 Lasso Regression  -  -  

prostate cancer 
(pilot 6)  

  -  6.1 Pre- surgical risk 
of post - surgical 
adverse prostate 
cancer pathology (i.e. , 
pathology Gleason>=7)  
-  6.2 Pre - surgical risk 
of post - surgical 
advanced extent of 
disease (i.e., pathology 
disease stage >=pT3a)  
-  6.3 Pre - surgical risk 
of the presence of 
tumor infiltrated 
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lymph nodes.  
Lung cancer (pilot 7)   7.1 Predict Long Term 

Surv ivors  
 

7.2 Correlation 
between Commodities 
and Toxocities  

7.3 Prediction of Drug 
Interactions  

 

Breast cancer (pilot 
8) 

8.1 Predict pathologic 
complete response 
(pCR) to neoadjuvant 
chemotherapy (NACT) 
treatment  

  8.2 Predict cohorts for 
clinical trials to wards 
next generation 
therapies  

Hyper - acute 
workflows (pilot 9/ 
10/11) 

 
 

  Examples:  
9.1, 10.1, 11.1 Bottleneck 
formation in workflow  
9.2, 10.2, 11.2 Timing 
characteristics in 
workflow  
11.3 Periodic Automatic 
Replenishment (PAR) 
level  
 

 

Data and predicti on algorithms  

The data and prediction algorithm categories have been chosen according to all pilot inputs 
from the first version of this docume nt. One row per prediction algorithm is used to specify 

the data which is utilized within the algorithm . 
 
Table 5 . data and prediction algorithm used in each prediction problem  

Pilot  Prediction 
problem ID  

Prediction algorithm  Data  
Tr
ee
-
ba
se
d 
 

S
V
M 
 

Pro
bab
ilis
tic  
 

Clust
ering  
 

Ne
ur
al 
Ne
ts  
 

O
th
er  
 

Medical time - stamped  bio
me
dic
al 
tex
t  
 

De
mo
-
gra
phi
cs  
 

Env
iron
-
me
ntal  
 

Insur
ance  

Othe
r  Struc

tured 
time 
serie
s 

Te
xt  

Im
ag
e 

Ot
he
r  

1 1.1   x       x      
1 1.2      x    x  x x  x 
1 1.3 x x   x x    x  x x  x 
2 2.1 x    x  (x) x    x   x 
2 2.2 x    x  (x) x  x  x   x 
2 2.3      x    x     x 
3 3.1      x x     x    
4 4.1 x      x     x x   
4 4.1     x  x     x x   
5 5.1      X      X  X  
6 6.1, 6.2, 6.3  x        x   x   x 
7 7.1, 7.2, 7.3 x x  x   x x  x  x    
8 8.1     X X   X   X   X 
8 8.2     X X   X   X   X 
9, 10, 11 9.1, 10.1, 11.1 x    x  x        x 
9, 10, 11 9.2, 10.2, 11.2 x    x  x        x 
9, 10, 11 11.3 x    x  x        x 

 

Features  

For each prediction algorithm a brief description  of the algorithm and the features used within 
it is provided in Table 6.  

Table 6. Features that are used for eac h algorithm  

Prediction algorithm ID  Brief description of algorithm  Features used within this algorithm  
1.1 Groups discovery  Statistical infere nce techniques  1. Patients ICD codes related with 

comorbidities  
2. Risk Indicators  
3. Patient sex ʋ age range  

1.2 Feature  Selection  Ensembler or genetic evolutive algorithms  1. Patients EHR  
4. Risk Indicators  
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1.3 Neural Net  MLP Regressor, decision trees  1. Patients EHR  
5. Risk Indicators  

2.1 & 2.2 Tree - Based  Decision Tree, Random Forest, Decision Tree 
Regressor  

1. Demographics  
2. Vital Para meters  
3. Lab Values  
4. Co- Morbitites  
5. Medications  
6. Clinical Notes (todo)  
7. Discharge Summaries (todo)  

2.1 & 2.2 Neural Net  
 

MLP 

2.3 Rule - based  Rule - based ranking of patients with a low 
adherence based on expert knowledge  

1. App data from patients about drug intake  

3.1 Fuzzy Rules  A set of fuzzy rules will be trained from 
existing thresholds, and collected data.  

1. Demographic information of the patients  
2. Self - measured and automatically collected 

time series of the glucose levels  
 

4.1 Tree- based  Random forest  1. Self - rep orted daily patient symptom 
scores ([1..4])  

2. Daily weather data at patient location per 
patient  

3. Daily pollution data at patient location per 
pat ient  

4. Self - reported irregular CAT score  
4.1 Neural Net  Neural networks for sequence analysis  1. Self - reported daily patient symptom 

scores ([1..4])  
2. Daily weather data at patient location per 

patient  
3. Daily pollution data at patient location per 

patient  
4. Self - reported irregular CAT score  
 

5.1 Logisti c Regression  Lasso  1. Patient claims data  
2. Patient characteristics  

6.1, 6.2, 6.3 Random forest  Patient characteristics, clinical info (PSA, T 
stage from DRE), pathology info from biopsy 
(Gleason score, # of positive bio psies, etc), MRI 
information (PIRADS, ECE, bulging, tumor 
location, lymph node)  

7.1 Embeddings of patients, PCA,  and SVM and 
Logistics regression  

¶ Patient embeddings are computed for 
representing the patient features.  

¶ PCA techniques are used over patient 
embeddings for feature selection  

¶ K- Fold cross - validation is followed in 
order to classify the patients according t o 
survival time; the relevant features are 
considered during this classification 
process.  

 
7.2 Embeddings of patients, feature selection 

metho ds, correlation matric es 
¶ Patient embeddings are computed for 

representing the patient features.  
¶ Correlation matri cs/coeficients to compute 

the scores of the features  
7.3 Community detection algorithms and drug 

embeddings  
¶ A network of drugs and their inter actions 

is used to cre ate a bipartite graph. Drugs 
are related based on values of similarity 
and communities are computed based on 
these values. Links are predicted between 
drugs in the same community.  

¶ Drug embeddings are used to computed 
missing links.  

8.1 Neural Net  CNN 1. MRI images  
2. Longitudinal MG images  
3. US images  
4. Clinical data  

8.1 Other  XGBoost  1. Features from CNN  
2. Features from traditional ML on imaging  
3. Clinical data  

8.2 Neural Net  CNN 1. MRI images  
2. Longitudinal MG images  
3. US images  
4. Clinical data  

8.2 Othe r XGBoost  1. Features from CNN  
2. Features from traditional ML on imaging  
3. Clinical data  

9.1, 10.1, 11.1, 11.3 
Workflow  
characterization  

Random forest, Long - short term memory  1. Location information  
2. No. of patients  
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2.2.1. Detailed description of each pilot:  

Pilot 1 -  Comorbidities (WP2)                                                                          Partners: OPTI, ITI , PHI 

Description of the prediction problem:  
 This pilot uses as main data source around 5 million EHRs of the Valencian Region 

population over a timespan of approximately 7 years. Using this dataset, our goal is to 
understand how critical diseases influence each other and, then, to provide a more 
accurate risk for a specific pat ient. Therefore, the main prediction problem is to di scover 
comorbidity clusters, i.e, patients that share similar diagnoses of relevant diseas es such 
Diabetes or HF, and then analyse carefully the most influential variables that define such 
clusters. Then , we will use relevant metrics, such as the number of  hospital readmissions, 
hospital emergencies or the number of visits to secondary care, to  define predictive 
models about the healthcare assistance recommended. The resulting models will be 
tested in a s pecific health department of the Valencia Region to e valuate a potential 
improvement in the aforementioned metrics. To create such both cluster ization and 
predictive models, we will use EHR information from several areas as described below:  
¶ Socio - demograph ic data : General information about the patient (age, gender, 

residence, etc.) and health - oriented information such as smoking habits and physic al  
activity  

¶ Healthcare metrics :  Per each patient, yearly visits to primary care, secondary care and 
hospital urg encies  

¶ Hospital discharges :  Per each hospital stay of the patient in a specific time range, this 
data source provides a set of diagnosis and p rocedures carried on the patient using 
ICD codes.  

¶ Previous diagnosis :  ICD codes related to diagnosis not specif ically related to a 
hospitalization. This data source complements the previous one.  

¶ Treatment and prescriptions : Provides information about dr ugs and pharmacy 
dispensation related to a specific patient treatment . 

¶ Clinical measurements : Average values per each 6 months of analyses (such as a blood 
analysis) carried on the patient.  

Additionally, this data will be used for analysis of existing and potential development of 
new risk prediction models for 30 - day emerge ncy readmission (or mortality) of (HF) 
patie nts. The next figure summarizes the use of the data for this task:  
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Considered machine learning solutions:  
 Before the application of the ML  solutions we will carry two processes to prepare the 

data:  
1. Anonymization:  as we are dealing with sensitive data,  we will apply an anonymization 

methodology to avoid the risk of de - identification. This anonymization process is a 
previous step before sharin g the data from the Incliva (data owner) to the rest of the 
pilot partners  

2. ETL and data discovery:  as we receive data as database dumps from their original 
sources, a process of transformation and cleaning is required to prepare the data for 
analysis.  

 
Aft er data is ready for analysis, the second step is to know ho w different diseases are 
grouped defining a set of hi gher risk comorbidities groups. The goal of this step is to 
understand how different diseases relate to each other. To analyse these diseases, we use 
a directed tree: the n - level of the tree represents a  group of n comorbidities that provide 
a higher morta lity or hospitalization risk than in isolation. New levels in the comorbidities 
tree are defined only if there is a statistical difference betw een the adding a new 
comorbidity to the group defined in the  previous level. These groups are calculated by 
using  statistical inference techniques that help us to discover statistical differences 
between groups.  
The next step requires the supervision of a human expert to look and understand for the 
ICD codes involv ed in each comorbidity group. This supervised step is  required to check if 
the selected diseases for each group have a medical significance and they are accurate 
from a diagnosis point of view. Th is step can help to establish the right confidence level 
dur ing the statistical inference process.  
Finally, from  each group we will obtain the most significant features that best explains the 
target. Then, we foresee to obtain models that help us to predi ct the pursued target for 
each patient according to such rel evant features.  
 
Additionally, the risk prediction mo dels for 30 - day emergency readmission (or mortality) 
of (HF) patients, follows a quite similar approach summarized as:  
1. Pre- processing of all da ta types;  
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2. Aggregation and synchronization of multiple data s ources;  
3. Feature extraction and possibly feature selec tion  
4. Risk prediction modelling which utilizes a probabilistic approach (see figure below for 

more details):  

 
Summary : 
 ¶ High- level aims: como rbidity cluster analysis, medical event prediction  
¶ Data used: demographics, medical time - series  
¶ Mentioned predict ion algorithms: clustering methods, probabilistic methods, neural 

networks  

Programing languages and/or proprietary software:  
 ¶ Python  
¶ R 
¶ R- Stud io  
¶ Spark  

 
Pilot 2 -  Kidney disease (WP2)                                                                                       Partners: DFKI 

Description of the prediction problem:  
 The baseline o f the kidney pilot is a patient - centered smart electronic health - care 

service platform, which focuses on improving the safety of patients after  kidney 
transplants. Particularly, the platform aims at improving the drug safety of patients, as 
well as the com munication between patients - physicians and between physicians. In the 
course of this, the kidney pilot focuses on a reduction of unwanted re - hospitalizations, 
reduc tion of mortality, detection of possible acute kidney failures after transplantation 
and the  extension of the graft survival (KPIs). Moreover, the pilot targets the support of 
adherence, which is a major reason for graft loss (if medic ations are not taken) . A 
central element of the kidney pilot is a dashboard that visualizes critical patients 
according to various aspects. In order to address the KPIs we focus on three scenarios: 
a) monitoring adherence using information about drug intak e, b) detecting risk factors 
for infections and acute kidney injury using historical data and c) patient monitori ng 
and outlier detection focussing on patient input.  
As input for our prediction models we consider two main data sources: data from EHRs 
and p atient data inserted via an app. The EHR data is data from the transplant center 
and involves information, such a s demographics, lab values or clinical reports, from 
transplanted kidney patients of the last 15 years. The patient input involves the drug 
int ake which provides in formation about adherence, as well as weight, blood pressure 
etc.  
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Considered machine lea rning solutions:  
 The main foci of the pilot are time - series analyses and prediction models. Various 

methods will be examined for its efficien cy in our pilot, such as random forest, LSTM 
and Convolutional LSTM. Moreover, beside the main risk prediction ta sk we also target 
the explainability of our models. However, the ranking of 'critical' patients (according to 
e.g. adh erence) will play a major  role.  

Summary : 
 ¶ High- level aim: detecting critical patients according to adherence, risk for infections 

and ac ute kidney injury  
¶ Data used: electronic health records from transplant center (demographics, lab 

values, medications, diagnoses, clinical notes , discha rge summaries etc.), User input 
via APP (drug intake, weight, blood pressure, patient diary etc)  

¶ Mentione d prediction algorithms: tree - based methods, neural networks  

Programing languages and/or proprietary software:  
 ¶ Python  

¶ Java 
¶ Flink  

 
Pilot 3 ʐ Diabetes (WP2)                                                                                       Partners: HUA, NISS 

Description of the prediction problem:  
 This project will use data coming f rom two primary sources:  

¶ EMR and retrospective studies. Collection of anonymized data and subsequent 
analysis of medical data received from the  hospital, with a varied set of information, 
including ultrasound information, GTT values, basic information abou t the patient 
(BMI, patie nt age, gestational age), etc.  

¶ Mobile data. A smartphone will collect the data from the sensors and send it to the 
cl oud periodically. The data will contain information about the patient, such as heart 
rate, measured sugar, activi ty tracking, etc. It will  also include self - reported nutrition 
information, where the user will report her/his intake, and it will be taken int o 
account  

Using this data, we will create a system to monitor the patients, allowing to react faster 
to emergenc ies and reduce hospital v isits.  
A graphic representation can be found in the diagram below.  
 

 
In this diagram, other data includes the possibi lity to include new sources of data, given 
that technology develops in the span of the project, and new hardware is manufactured 
that may be useful for a better development of the final solution.  
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Considered machine learning solutions:  
 Please find below an explanation of the machine learning solutions that will be used. 

Please note that there will be a strong inter act ion between them, and the exact steps 
and parts within each part will be designed to solve the specific problem statement:  

¶ Data ingestion . The data will arrive from the devices into the cloud  
¶ ETL. Cleaning and transformation of incoming data. This step may involve creation of 

new features, normalization of the data, etc. An exploratory analysis will be done in 
order to decide which techniques are necessary for best results  

¶ Storage . The data will be stored in the cloud. This will allow to create new model s 
using the collected data, make sure that the currently deployed models are 
generating valuable results, etc.  

¶ Analytics . The data will be fed into models that will be trained to generate results. 
Various analytical methods will be examined to select the m ost adequate approach 
to be used in the models to be developed. In addition, other processing steps (for 
example, dimensionality reduction) wil l be tested and used to refine the models. The 
initial selection of models to be tested and evaluated are li sted below:  

o Recommender algorithms  
o Clustering  
o SVM 
o Random forest  
o Deep Learning models  
o Fuzzy rules  

These models are considered due to their great resu lt in literature, but the exact 
model used may vary to accommodate the use case. Various tests will be carri ed ou t 
to select the most appropriate model in terms of accurate information for the 
purpose of this case. The final selected model will be implemen ted in the platform 
for further tests, validation and refinements . 

After initial analysis, we have decided t o imp lement fuzzy rules as the analytics 
model for the initial version of the application. This type of model has several 
îþŎîġĺîČĂĵɧ <ďĲĵĺɢ ďĺʙĵ îmodel which is similar to what the medical team is currently 
using. This will easy the introduction into the  hosp ital, and will increase the usage of 
the tool. Second, it is a model that aligns well with monitoring, as it allows flexible 
thresholds to pers onalize to each patient exact situation. As we collect more data 
during the pilot, we will keep testing diff erent  models, and we will decide whether 
new models achieve better performance and readability.  

¶ Visualization . The visualization layer, will use the  storage and analytics layer to 
generate insights. An example could be feeding a feedback loop, used to asse ss th at 
the model deployed is giving good results. Further uses of the visualization layer may 
be implemented to adapt to the problem  

Summary : 
 ¶ High- level aim: medical event prediction  

¶ Data used: medical time - series, demographics, images, real - time streaming  
¶ Mentioned prediction algorithms: clustering methods, tree - based methods, support 

vector machines, neural networks  

Programing languages and/or proprietary software:  
 ¶ Python  

¶ Scala/Java  

¶ Flink  

¶ Kafka  

 
Pilot 4 ʐ COPD and Asthma (WP2)  Partners: UNIS, MYM  

Description of the prediction problem:  
 This pilot will utilise data captured using mobile and web enabled platforms MY COPD and 

MY Asthma (MyMhea lth data). This is used to develop predictive models of acute 
exacerbations of COPD. These models will enable a m ove from a reactive to proactive 
approach to care. The pilot will utilise data captured on the platforms to create models 
using daily data on s ymptoms, treatment, environmental observation data including 
temperature, humid ity, pollen counts and air polluti on to create risk models which are 
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ďġþďŎďþļîěďĵĂþ ĺĥ ĺĎĂ įîĺďĂġĺʙĵ ĥŏġ þďĵĂîĵĂ ĵĺîĺĂ îġþ ĂġŎďĲĥġĠĂġĺɧFor more details see 
figure below.  
 

 
Considered machine learning solutions:  
 To this end the algorithm requires:  

1. Pre- processing of all data types;  
2. Aggregation of MyMhealth mobile/web generated patient data  
3. Information about the environment that the patient lives in, i.e., weather and polluti on 

levels  
4. Feature extraction  
5. COPD exacerbation modelling which we base on the prediction of the probability of an  

exacerbation event  
 
We are investigating the following prediction algorithms:  
1. Random forest  
2. AdaBoost with Decision Trees  
3. Hidden Markov models and variants  
4. Neural networks for sequence analysis  

 
Summary : 
 ¶ High- level aim: medical event prediction  

¶ Data u sed: medical time - series, environmental time series, demographics  

¶ Mentioned prediction algorithms: tree - based methods, probabilistic methods, n eural 
networks  

Programing languages and/or proprietary software:  
 ¶ Python  

 
Pilot 5 ʐ Heart Failure  (WP2)                                                                                          Partne rs: EMC 

Description of the prediction problem:  
 Within the HF pilot we are using databases containing a large number of HF patients 

and their  many comorbidities. Our key KPIs is a reduction in the number of 
hospitalizations and we are planning on using m achine learning approaches to identify 
those comorbidities that have the strongest correlation with number of 
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hospitalizations. Based on identi fied c omorbidities we will design an intervention that 
will be tested in a prospective study on patients that fit  our inclusion criteria. For 
details on the architecture for data storage and analysis see the below figure:  

 

Considered machine learning sol utions:  
 We are planning on using different types of machine learning solutions to investigate 

which ones are th e most informative for our problem.  Some of the machine learning 
approaches we will apply are:  
¶ random forest  

¶ KAGGLE 

¶ LASSO 

¶ elastic net.  

Summar y: 
 ¶ High- level aim: HF comorbidity analysis to reduce number of HF related 

hospitalizations  

¶ Data used: Hospital  patient databases, Health Insurance company database  

¶ Mentioned prediction algorithms: tree - based methods, probabilistic methods  

Programing la nguages and/or proprietary software:  
 ¶ R 

¶ SAS 

 
Pilot 6 ʐ Prostate Cancer  (WP3)                                                                                     Partners: PHI 

Description of the prediction problem:  
 Surgery is one of the main treatment options for prostate cancer today. There are 

multiple aspects that need to be consid ered when planning for the removal of the 
prostate. On the one hand, the oncological control of the tumor is most  relevant to 
ensure as much as possible that all cancer has been removed and does not return during 
follow - up. On the other ha nd, the aggressiv e removal of all prostate structures including 
nerve bundles etc. will likely lead to poor functional outcomes li ke urinary incontinence of 
sexual dysfunctions. Consequently, the appropriate balance between oncological and 
functional surge ry outcome is of utmost relevance to the patient. We aim to support the 
decision - making process of how the surgery should be perfo rmed in order to provide the 
most optimal balance between tumor control and urological function after treatment; for 
this we w ill provide multi ple risk models based on the integration of heterogeneous data 
sources like demographics, laboratory, imaging, hi stology and ultimately genomics.  

Considered machine learning solutions:  
 The current predicted risks are detailed below, while more risk mode ls may follow:  

¶ Pre- surgical risk of post - surgical adverse prostate cancer pathology (i.e., pathology 
Gleason>=7)  

¶ Pre- surgical risk of post - surgical advanced extent of disease (i.e., pathology disease 
stage >=pT3a)  

¶ Pre- surgical ri sk of the presence of tumor  infiltrated lymph nodes.  

Models that predict risk of urinary incontinence and sexual dysfunction will follow. Th e 
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output of these models is the risk to experience the relevant adverse event.  
We have implemented an online learning framework to update an in itial risk model with 
prospectively collected heterogeneous patient data. A random forest classifier was used 
as the prediction model in all learning strategies. Feature selection was performed based 
on the impact of each feature on the internally computed  accuracy of the model 
(accuracy of model after random selection of feature at each decision tree). Note that 
alt hough the RF classifier has a built - in feature selection (by prioritization), feature 
selection still improve s the model slightly. The learning  framework is connected to a 
clinical data dashboard which contains data elements from various medical sources in  a 
structured way.  

 
The structured data is used to execute the initially implemented risk model(s). Structur ed 
data is defined as the input va riables that are available in a structured format, i.e., not in 
form of a variable within a medical report but in  the form of a field in a database. So, the 
value of the variable does not need to be extracted from a report . Any prospectively 
collected pati ent data is used to update the initial model within the implemented learning 
framework. Over time, the initial ri sk model will adapt to the characteristics of the local 
patient population.    

Summary : 
 Support of the surgery strategy decision making  

Imple mentation and presentation of risk models to balance oncological vs function 
control  

Implementation of an online learning framework to prospectively model heterogeneous 
sources of data against patient relevant outcomes   

¶ High- level aim: medical risk predict ion  

¶ Data used: medical time - series  

¶ Mentioned prediction algorithms: tree - based methods  

Programing languages and/ or proprietary software:  
 Proprietary software  

¶ miPros tate (clinical data dashboard)  

¶ OncoPredict (prediction learning framework) 1 

                                                 
1 The clinical dashboard miProstate is an HTML5 implementation with a FHIR database. The OncoPredict is a client-
server application running from the R console and is implemented as a RESTful API such that the clinical dashboard can 


